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Conduct - Carter
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• From Ethos of MLC…
• https://mlcollective.org/wiki/code-of-conduct/

• Highlights
• Expectation of Confidentiality
• Reporting -> send me (Carter) a direct message

https://mlcollective.org/wiki/code-of-conduct/


Motivation
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-- Judea Pearl• Foundation models:
• Lack foundation
• Unexplainable
• regurgitation at scale
• Diminishing returns? Is bigger 

better?
• On the dangers of Stochastic 

Parrots – Bender et al.

Question: Can LLMs perform rigorous 
causal reasoning?
TL;DR: NO

https://ichthyoid.writeas.com/castle-in-the-sky-a-study-in-world-building

“These models are castles in the air. They have no foundations whatsoever.” 

Question: Why do they seem to answer causal questions?
TL;DR: Encounter correlations over causal facts during training

CORRELATION ≠ CAUSATION



Causal Reasoning
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The process of identifying causality: the relationship between a cause and its effect. 

• One of our most central 
cognitive competencies which 
enables us to adapt to the world

• E.g., predict future events, or 
diagnose the causes of 
observed facts

• Without causal reasoning, we 
would not have made progress 
in various empirical sciences 
(physics, medicine, biology,…)

 
• A central topic of philosophy 

throughout history

Carey and Wu. The Causal Fairness Field Guide: Perspectives from Social and Formal Sciences. Frontiers in Big Data. 2022



Plato’s Allegory of the Cave
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https://jamesian58.blogspot.com/2021/02/five-lessons-from-allegory-of-cave.html

“To which extent can you 
learn about the real 

world’s functioning by 
just observing the 

shadows of it’s objects?”



Pearl’s Causal Hierarchy
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Example: Altitude vs. Temperature
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Fundamental difference between “understanding” a fact and simply “knowing” it



Pearl’s Causal Hierarchy Theorem
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• CHT guarantees that purely observational data collected cannot be used to uniquely 
determine causal statements (given no other assumptions) 
– Cannot answer L3 questions with L1 data
– No matter how much we scale our foundation models we will never be able to perform causal inference

• LLM pretrained on purely observational data and seem to do causal reasoning

• But doesn’t this violate Pearl’s hierarchy? In theory, yes.

• LLMs might be exploiting a loophole in Pearl’s Causal Hierarchy to “talk” causal

• What if causal assumptions required to answer causal statements are embedded 
in the observational distribution?
– E.g., training data



Structural Causal Model (SCM)
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A Structural Causal Model (SCM) is a triple 𝐙, 𝐍, 𝐅  such that
• 𝐙 is the set of endogenous (internal) variables,
• 𝐍 is the set of exogenous (external) noise variables,
• 𝐅 is a collections of structural equations of the form:   

 𝑍! = 𝑓! 𝐏𝐚!, 𝑁! , 𝑗 = 1,… , 𝑛 
§ 𝐏𝐚! ⊆ 𝐙 ∖ {𝑍"} are the causal parents of 𝑍" and the 𝑁" are jointly 

independent noise variable

Carey and Wu. The Causal Fairness Field Guide: Perspectives from Social and Formal Sciences. Frontiers in Big Data. 2022



Meta SCM
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Can we model SCMs describing physical phenomena using an SCM?
• Variables of SCMs are not restricted to ‘natural’ concepts, they can be 

‘meta’ concepts involving causal facts

𝑇𝐴
Cause Effect

2-variable SCM ℳ!

𝑓(𝐴, 𝑈")
𝑊

meta SCM (1-variable SCM ℳ#)

𝑇𝐴

Reality LLM

Causal Reasoning Causal Fact

Observational distribution of ℳ# can answer queries w.r.t interventional distribution of ℳ$

But is this true in LLMs? Partially



Correlation of Causal Facts
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Conjecture (Correlation of Causal Facts). Let 𝑄 ⊂ 𝐿#(ℳ!) be an interventional 
query from SCM ℳ! and 𝐴 ⊂ 𝐿!(ℳ#) be its answer from the observational 
distribution of a meta-SCM ℳ#. Let 𝑓 be the LLM’s predictive model. Then,
  𝑓 𝑄 = 𝐴 ⇔ 𝑓(𝑄) minimizes prediction error

What does this mean? We can answer interventional queries from observational 
data of meta SCMs iff the predictor is optimal and
 1. Causal fact was observed in the training data
 2. Causal fact is highly correlated with the query

*What about LLM fine-tuning? CCF applies since fine-tuning can be interpreted as 
finding the right meta SCM for downstream task.



Three Tasks for Evaluation
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Do LLMs give causal facts as answers to causal queries?
• Common sense reasoning of LLMs (physics, logic, etc.)

– Intuitive Physics 
– Propositional Logic (A causes B, B causes C, does A cause C?)
– Chain of Thought (similar to PL but with phrases)

• Causal Discovery
– Can LLMs recover causal facts?

• LLMs that use embeddings of knowledge base facts
– How “causal” are LLM embeddings?



Reasoning Capability
Physics
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22 / 36
5 / 36
7 / 36

32 / 36
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Reasoning Capability
Physics
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Reasoning Capability
Propositional Logic

- GPT-3 can handle shorter chains
- Luminous outperforms in randomized order for zero shot
- CoT prompts help chain reasoning performance (8-shot)

Zero shot

CoT 
prompting

Ordered: A causes B, B causes C, etc.

Randomized: H causes B, B causes R, etc.

May have been in training data

“Q: If Y causes Z and X causes Y. Does X cause Z? 
  A: Because X causes Y and Y causes Z, X causes Z. The answer is yes.”

9/20
10/20
4/20
20/20
15/20
16/20
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Reasoning Capability
Propositional Logic (Chain-of-Thought Reasoning)

Simply 
yes/no
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Reasoning Capability
Propositional Logic (Chain-of-Thought Reasoning)



18

Reasoning Capability
Natural Word Chain

Made-up wordsReal words Real and Made-
up
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Causal Discovery
• What if we want LLMs to recall the 

right fact?
• Can LLMs recover causal graphs 

with good prompt?
• Symmetric vs. Asymmetric querying

– Are X and Y causally related?
– Is there a causal connection between X and Y?
– Is there a causality between X and Y?
– Does X cause Y?
– Does X influence Y?

• Number of queries: 
2 * nodes * edges * num_queries

LLMs increase decisiveness with asymmetric queries

GPT-3 predicts sparser graphs consistent 
with reality
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Causal Discovery

directedness

sparser
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Sensitivity to Wording

Suggests that embedding for “cause” is far away from embedding for 
“causality” -> enough to get correct answer?
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Causal Discovery
Sensitivity to Synonym Swaps
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Knowledge-base Embeddings
• Instead of embedding separate words, embed relations from KG
• KG embedding can be “causal”
• Relations from dataset present in ConceptNet KG
• Each wording -> get nearest ConceptNet fact (suggests causal link?)



Conclusion
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• LLMs are not causal because
– no inductive reasoning since no physical measurements
– violate Pearl’s causal hierarchy theorem

• LLMs are causal parrots...but not very good ones
– LLMs use causal facts found in training data

• Even if LLMs can exploit correlations exposed by meta SCM 
talking about causal facts, LLM would need infinite amount of 
meta SCM data to consistently “talk” causal

• We should still try to benchmark causal reasoning capability of 
LLMs


