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Inherently Interpretable Models

• Linear models
• Model architecture is understandable
• White Box
• Local and Global Interpretability

• Inherently Interpretable and Post-Hoc Explainability



White vs Black Box Models

• Authors suggest that White-Box/Inherently Interpretable 
models can produce more compact solutions
• Feature importance is easily visualized
• Latent features may be known
• Leak less information on training data

• Black Box models have greater potential to leak information
• Black Box models can be greedily-built 
• loss optimization can be solved using greedy approaches
• Post-Hoc Explainability can be paired with Black Box models



Reconstruction Attacks

• Idea: Given an instance to be predicted and information about 
prediction, identify whether the instance is part of the training 
data

Fredrikson, M.; Jha, S.; Ristenpart, T. Model inversion attacks that exploit confidence information and basic 
countermeasures. In Proceedings of the 22nd ACM SIGSAC Conference on Computer and  Communications
Security, Denver, CO, USA, 12–16 October 2015; pp. 1322–1333.

Fredikson et al. show that it is possible to recover training 
information given just the confidence score and a person’s 
name



Paper Goals

1. Given knowledge of model architecture quantify certainty of 
reconstruction
• Probabilistic datasets contain information for reconstructing unique 

datasets
• DistG denotes how similar the proabilitstic dataset is to a known dataset

2. Generalize the usefulness of probabilistic dataset for 
reconstruction attacks



Probabilistic Dataset

• Contains probabilities for whether a feature is present for an 
example in a dataset
• e.g., for a feature with n probabilities there will be a probability 

distribution with n values summing to 1



Decision Trees & Rule Lists

Angelino, Elaine et al. “Learning Certifiably 
Optimal Rule Lists.” Proceedings of the 23rd 
ACM SIGKDD International Conference on 
Knowledge Discovery and Data Mining (2017): n. 
pag.



Definition 2

Perfect Case



Definition 3: 
Generalized 

Probabilistic Datasets 
that consider 

Dependence & Non-
uniform distribution



Definition 4: Generalized measure of success of a 
probabilistic reconstruction attack



Results

• optimal models usually represent more information in a more 
compact way
• the reconstruction uncertainty decreases faster for optimal 

models than with greedily-built ones.
• Sub-optimal choices can lead to leakage



Personal Questions

• What can be learned from Inherently interpretable models to 
inform…
• Privacy leakage
• Compact Solutions
• Mimic Inherent Explainability with Post-Hoc methods

• Prior knowledge can be combined with probabilistic dataset to 
form better attacks
• Prior knowledge on dependency relationships is very helpful
• Could this work highlight domain interpretability needs for attacks / 

security?


