
Sleeper 
Agents

A toy model of a 
deceptive agent



Evan’s “Alignment Stress Testing” team aims to 
red-team Anthropic’s alignment techniques and 
evaluations, empirically demonstrating ways in 
which Anthropic’s alignment strategies could 

fail



Goal: 

Evaluate how well Anthropic’s current alignment plan will work 
when models are actively trying to deceive them

Result: 

Created models that will be misaligned when deployed. 
Deception can not be detected or fixed during training



Threat Model

Model Poisoning Deceptive Instrumental Alignment



How these models where made

- Chain of thought

- No chain on thought

- Distilled chain of thought













Adversarial Examples



Conclusion

- Models are capable of deceptive reasoning

- We do not know how likely this is to occur, but there are reasons to think it will

- No safety / alignment techniques we current use can detect / solve this

- Some techniques teaches the model’s to hide their deception


